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Abstract  

Efforts to involve data science in policy analysis can be traced back decades but transforming analytic findings 

into decisions is still a far from straightforward task. Data-driven decision-making requires understanding 

approaches, practices, and research results from many disciplines, which makes it interesting to investigate 

whether data science and policy analysis are moving in parallel or whether their pathways have intersected. 

Our investigation, from a bibliometric perspective, is driven by a comprehensive set of research questions, 

and we have designed an intelligent bibliometric framework that includes a series of traditional bibliometric 

approaches and a novel method of charting the evolutionary pathways of scientific innovation, which is used 

to identify predecessor-descendant relationships in technological topics. Our investigation reveals that data 

science and policy analysis have intersecting lines, and it can foresee that a cross-disciplinary direction in 

which policy analysis interacting with data science has become an emergent area in both communities. 

However, equipped with advanced data analytic techniques, data scientists are moving faster and further than 

policy analysts. The empirical insights derived from our research should be beneficial to academic researchers 

and journal editors in related research communities, as well as policy-makers in research institutions and 

funding agencies. 
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Managerial Relevance Statement 

This paper presents an intelligent bibliometric framework for empirically investigating the involvement of 

data science in policy analysis in five respects: 1) how much effort has been expended in the involvement, 

and how has that effort changed over time? 2) Who are the key players leading the involvement, and what are 

their geographical distributions and collaboration patterns? 3) Which academic journals publish this research, 

and what are their citation behaviors? 4) Which topics does the research involve and how do their efforts 

interact? 5) How does the involvement evolve over time, and which evolutionary pathways are apt to be 

cutting-edge in the near future? Our research shows that there are intersecting lines between data science and 

policy analysis. A cross-disciplinary direction interacting policy analysis with data science has become an 

emergent area in both communities. However, data scientists are equipping themselves with advanced data 

analytic techniques and are motived by a passion for developing new methods for examining real-world 

political issues, and so are moving further and faster than policy analysts. 

 

Introduction 

If one considers data science from a narrow view, i.e., information technology (IT)-based data analytics, one 

might observe that, historically, policy analysis and data science have operated in parallel lines. That is, 

traditional policy analysis is driven by actual political problems and emphasizes the use of inquiries and 

argumentations for proposing solutions [1], while innovation in information technology is usually motivated 

by an increase in data and its complexity, which means new ways to effectively and efficiently extract 

information and knowledge need to be developed [2]. Bi-directional efforts to foster interactions between data 

science and policy analysis can be traced back for decades. For example, information systems to support policy 

decision-making emerged in the early 1970s [3] and, in the 1990s, some policy analysts were pioneering 

bibliometrics as a way to profile science, technology, and innovation policy (STIP) [4, 5]. But it is clear that 



 

 

gaps still exist in transforming analytical results (e.g., predictions) into decisions, and that data-driven decision-

making requires an understanding of the approaches and practices derived from decades of multidisciplinary 

research [6]. Given this, it is interesting to delve into those previous efforts to explore insights on how data 

science has been involved in policy analysis – what is the current status and what are the future research 

directions. Moreover, we argue that technology management is the private sector counterpart to policy analysis. 

Therefore, this research should be of interest to the technology management community as well. 

Known as a toolkit with a series of statistical approaches for analyzing scientific documents (e.g., scientific 

articles, patents, and academic proposals) [7], bibliometrics has long been used as an analytic tool to either 

systematically review literature in a given technological area or scientific discipline [8], or handle specific 

issues within certain frameworks of technology management - e.g., technology roadmapping [9] and 

technology convergence [10, 11]. However, very few, if any, previous studies have constructed a framework 

of bibliometric analysis to delve into a case through answering questions such as “who”, “where”, “what”, 

“why”, and “how” within one system. Traditional bibliometrics profile key topics (i.e., “what”) and players 

(i.e., “what” and “where”) using citation/co-citation and co-word statistics, but fail to identify complicated 

relationships to explain “why” and “how”. Novel bibliometric approaches, with the aid of advanced 

information technologies (e.g., machine learning and streaming data analytics), create new opportunities to 

uncover such relationships. Thus, applying these new techniques to discover the dynamics of such 

involvements over time would provide value-added information to help understand hidden mechanisms by 

identifying possible push and pull forces. Further, investigations of the involvement of data science in policy 

analysis is an emergent interest for the STIP community, but limited literature addresses this interface. 

Aiming to construct a bibliometrics-based research framework for systematically exploring the activities 

that involve data science in supporting policy analysis, we specify the ‘who, where, what, why & how’ 

questions into five research questions:  



 

 

1) WHAT: How much effort has been expended in the involvement, and how has that effort changed over 

time?  

2) WHO & WHERE: Who are the key players leading the involvement, and what are their geographical 

distributions and collaboration patterns?  

3) WHO: Which academic journals publish this research, and what are their citation behaviors?  

4) WHAT: Which topics does the research involve and how do their efforts interact?  

5) HOW & WHY: How does the involvement evolve over time, and which evolutionary pathways are apt 

to be cutting-edge in the near future? 

To answer these questions, we developed a novel framework that draws together various techniques and 

strands of bibliometrics into a new sphere of research we term intelligent bibliometrics. Intelligent 

bibliometrics spans traditional bibliometric approaches, such as co-authorship, co-citation, and co-word 

analysis to profile trends in collaboration, coverage, and topics of research. It also integrates science maps for 

visually delivering analytic results and charts evolutionary pathways in topics and fields to identify the 

predecessor and descendant technologies [12].  

Three datasets were constructed to explore these questions, each with a different purpose. The first 

comprises a set of articles published in Nature and Science as a reflection of novel attempts to involve data 

science in policy analysis. The remaining two datasets contain articles published in top-level journals in the 

two fields respectively, to capture the efforts contributed by the two research communities.  

It is our intention to provide empirical insights on the involvement of data science in policy analysis to 

provide decision support for academic researchers and journal editors in these research communities. Policy-

makers in research institutions and funding agencies should also significantly benefit from the findings of this 

study. Additionally, the designed framework, which integrates traditional and new bibliometric approaches, 

creates a reference for further bibliometric studies. 



 

 

The rest of this paper is organized as follows: Related Works systematically reviews bibliometrics and its 

applications. The Data and Methodology section follows, which presents the details of the related datasets and 

methods. The Empirical Study reports the findings observed in this investigation, and the last section concludes 

the research and outlines its limitations and our future studies.  

 

Related Works 

Bibliometrics is known as an effective tool for exploiting statistical approaches for quantitatively analyzing 

scientific documents [7]. It has been widely used in STIP studies, e.g., profiling technological landscapes with 

multiple entities like individuals, institutions, and countries [13, 14]; identifying emerging topics in science 

and technology [15, 16]; and tracing the evolutionary pathways of research disciplines and emerging 

technologies [17, 18]. These bibliometric approaches mostly rely on bibliometric indicators such as citation/co-

citation statistics, co-word statistics, co-authorships [19], coupled with science maps to visually illustrate the 

outcomes of the investigation [20, 21]. Compared to reviews based on expert knowledge, bibliometric case 

studies provide a solution to systematically review relatively large-scale documents and explore objective 

results while minimizing subjective bias [22].  

As information technologies rapidly advance and artificial intelligence techniques, in particular, novel 

bibliometric approaches are emerging to handle challenging issues. For example, information visualization 

provides effective tools to vividly deliver and present bibliometric results [23, 24], and science maps further 

enhance the connections between bibliometric indicators and practical findings [19, 25]. Topic models and 

their benefits to bibliometric analysis have been well investigated since the early 2010s [26, 27], and network 

analytics has been integrated with science maps (especially co-authorship maps) to identify scientific activity 

(e.g., collaborative behaviors) [28, 29]. Machine learning techniques have significantly enhanced the efficacy 

of traditional bibliometric approaches in advanced data analytics [12, 30], and the rise of deep learning 

techniques has given rise to solutions for knowledge representation and deeper topic extraction [31].     



 

 

That bibliometrics can be used as an important instrument to empirically investigate the development of science 

and technology has become common sense thinking. A wide range of sectors and scientific disciplines have 

seen its benefits [32], and these novel information technologies have only served to strengthen its advantages. 

From our literature review, we identified three key capabilities of bibliometrics for supporting decision making 

and policy analysis: 1) profiling key technological players, core technological components, and their 

relationships [8, 16, 33-35]; 2) tracing the evolutionary pathways of science and technology [36-39]; and 3) 

forecasting future technological trends with the aid of expert knowledge [9, 15, 40]. As highlighted in [41], 

bibliometrics is a way to detect what is emerging, to operationalize growth, to radicalize novelty, and to muster 

emerging technologies. Despite the fact that bibliometrics has been widely applied for empirically reviewing 

research disciplines and technological areas - e.g., bibliometrics-based trend analysis on knowledge 

management research [42] and investigations on China’s nanoscience and nanotechnology [43], such studies 

usually concentrates on either an individual domain or certain highly related domains, rather than uncovering 

relationships among multiple domains. One representative bibliometric tool for exploring multidisciplinary 

interactions is a science overlay map [19], which illustrates such interactions at a macro level via overlays of 

nodes and edges on a format of science maps. Given the circumstance, it is feasible to foresee the potential of 

extending bibliometric studies from profiling individual disciplines to investigating the interactions between 

two disciplines and research domains, or even more, with the aid of advanced information technologies for 

identifying complicated relationships. 

Data and Methodology 

Our first step in investigating the involvement of data science in policy analysis was to specifically define the 

two fields. These were formulated from the literature review as follows: 

 Based on the Lasswellian commitments [44] and a general definition given by William Dunn [1], we 

defined policy analysis as the use of “multiple methods of inquiry and argument to produce and transform 

policy-relevant information … to resolve policy problems”. 



 

 

 Data science, at a high level, is defined as “a set of fundamental principles that support and guide the 

principled extraction of information and knowledge from data [45]”. However, in this study, we focused 

on a relatively narrow concept of data science, which was data mining with an emphasis on the use of 

IT-based data analytics for information retrieval and knowledge discovery. 

Given these definitions, we assumed there were two ways of involving data science in policy analysis: 1) A 

top-down approach, where cutting-edge policy analysis research that incorporates data science (or vice versa) 

initially appears in top-level journals, such as Nature and Science. More extensive follow-up studies then ensue. 

2) A bottom-up approach where researchers from each of the two fields spontaneously come together to 

undertake a study. Hence, we constructed three datasets for our investigation:  

 Dataset 1 – articles published in Nature and Science, representing a joint dataset with the two fields; 

 Dataset 2 – articles published in top-level journals in the area of policy analysis; 

 Dataset 3 – articles published in top-level journals in the area of data science. 

Data 

We collected the three datasets from the Web of Science (WoS)1 on April 15, 2019, covering all articles 

published in the target journals before that date. The search strategy, including the target journals and the 

number of collected articles, appears in Table 1. 

Table 1. Search Strategy for the Three Datasets 

NO #A1 Search Strategy 

#1 82 TS2= (data AND policy) AND SO3 = (Nature OR Science) 

#2 1990 TS= (data SAME (big OR analy* OR science)) AND SO = (American Journal of Political 

Science OR World Politics OR Journal of Public Administration Research and Theory 

OR Public Administration Review OR Review of International Political Economy OR 

                                                        
1 https://webofknowledge.com/ 



 

 

Journal of Policy Analysis and Management OR International Organization OR Political 

Analysis OR American Political Science Review OR British Journal of Political Science 

OR Research Policy) 

#3 597 TS= (policy SAME analy*) AND SO = (MIS Quarterly OR Journal of Information 

Technology OR Information Sciences OR IEEE Systems Journal OR Journal of Strategic 

Information Systems OR Business & Information Systems Engineering OR Information 

& Management OR Decision Support Systems OR European Journal of Information 

Systems OR Information Systems OR Journal of Management Information Systems OR 

Journal of the Association for Information Science and Technology OR ACM 

Transactions on Information Systems OR Journal of the Association for Information 

Systems OR Knowledge-based Systems OR Expert Systems with Applications OR 

International Journal of Intelligent Systems OR Communications of The ACM) 

Timeline All articles published before April 15, 2019 

Note: 1) Number of articles; 2) Topic, including title, abstract, and keywords; and 3) Publication name. 

Details of the three datasets follows. 

 Dataset 1 should reflect cutting-edge knowledge to sharpen our research hypotheses on what data science 

offers to policy analysis. Thus, this dataset contained any article that addressed both data and policy 

issues in the world-leading journals Nature or Science. We manually browsed 82 articles meeting our 

criteria and observed that: Nature and Science provide an interesting selection of papers of potentially 

high-impact; and most of the articles concerned STIP studies, while some covered data analytics for 

STIP issues, e.g., [46, 47]. This is, admittedly, a small and specific sample but one that can offer 

exploratory work that could connect data science and policy analysis. 

 Dataset 2 contained papers from the top 10 journals in 2016 in the WoS subject categories “political 

science” and “public administration”. Top ten means those with the highest impact factor. Additionally, 



 

 

since the scope of the journal Research Policy is highly relevant to our study, we also included this title. 

It is clear that these are the leading journals in the area of policy analysis and, thus, we believe this dataset 

of 1990 articles could be the best source of information to reveal future research frontiers. 

 Dataset 3 initially included journals aligning with the two WoS subject categories “computer science & 

information systems” and “computer science & artificial intelligence”, but we are also fully aware that 

some journals within these categories are purely technical. Thus, with the help of several IT researchers 

from the Centre for Artificial Intelligence at the University of Technology Sydney, we selected 19 

journals as representative of policy analysis-oriented data analytics. Each journal features the application 

of information systems and artificial intelligence techniques to decision/policy-making support. 

Intelligent Bibliometrics 

The research framework for investigating the involvement of data science in policy analysis is provided in 

Figure 1. The investigation is specified via five research questions for answering ‘who, where, what, why & 

how’ issues:  

 Q1: How much effort has been expended in the involvement, and how has that effort changed over 

time? For statistically profiling what happened in this area; 

 Q2: Who are the key players leading the involvement, and what are their geographical distributions and 

collaboration patterns? For identifying who and where they are; 

 Q3: Which academic journals publish this research, and what are their citation behaviors? For 

identifying who are the involved research communities; 

 Q4: Which topics does the research involve and how do their efforts interact? For discovering what 

happened in this area;  

 Q5: How does the involvement evolve over time, and which evolutionary pathways are apt to be 

cutting-edge in the near future? For empirically investigating how topics evolved and why it happened. 



 

 

We used descriptive analytics to answer Question 1 - specifically, the number of published articles in the 

three datasets per annum over the period. We drew on co-authorship analysis to explore Question 2 by 

generating maps of co-author affiliations to highlight collaborations among key players in these fields [48]. 

Question 3 was investigated through citation and co-citation maps at a journal level as a way to derive insights 

into which journals are highly influential [49]. We answered Questions 4 and 5 with term-based analysis and 

corresponding co-term maps [50] followed by tracing the evolutionary pathways in various topics [12]. The 

co-term map was used to identify key scientific topics and their semantic relationships, as well as to profile a 

topical landscape of the field. Scientific evolutionary pathways (SEP) were mapped with machine learning 

techniques and streaming data analytics. 

Two pieces of software were used for data pre-processing and visualization. VantagePoint2 was used for: 1) 

name disambiguation and consolidating sub-branches of institutions, e.g., the “Chinese Academy of Sciences” 

and the “Institute of Software, Chinese Academy of Sciences”; 2) stem-based fuzzy matching of terms and 

affiliation names; and 3) term clumping [51]. VoSviewer [23] was used to generate the science maps, i.e., the 

co-term, co-authorship, and co-citation maps. 

Specifically, aiming to trace the evolution of scientific topics for Question 5, a modified version of the SEP 

approach [12] was proposed for identifying the predecessor-descendant relationships between scientific topics. 

The SEP approach follows the two definitions below: 

Definition 1: a topic is a collection of articles and is geometrically represented as a circle, in which the 

centroid is identified as the article sharing the highest similarity with all other articles in the topic and the 

boundary is the largest Euclidean distance between the centroid and all articles. 

Definition 2: if topic A appears after topic B in time and topic B is the one of all existing topics sharing the 

highest similarity with topic A, topics A and B are identified as descendant and predecessor in this relationship. 

                                                        
2 VantagePoint is commercial software used in text mining and particularly in science, technology, and innovation text analysis. 

More details can be found on their website: https://www.thevantagepoint.com/ 



 

 

The stepwise algorithm of the modified SEP approach in this study is described as follows: 

Step 1: Integrate the three datasets into one, and simulate the integrated dataset as a data stream that consists 

of 20 time slices based on the year of publication. Articles published in 2000 and before were set as the initial 

slice and based on our reading3 and understanding on the three datasets, we manually set ‘public policy’ as the 

only initial topic. 

Step 2: Process the data stream in an iterative flow - i.e., process one time slice in one iteration by analyzing 

their articles one by one. 

Step 3: Measure the cosine similarity between a forthcoming article and the centroid of all existing topics 

and assign it to the most similar topic. 

Step 4: Calculate the Euclidean distance between the article and the centroid of its assigned topic. If the 

distance is within a lower range (10% in this case) of the boundary, the article will be directly involved in this 

topic; if the distance is between the lower range and upper range (10%, as well) of the boundary, we set the 

article as “evolution.” If it is larger than the upper range of the boundary, we consider it may be an irrelevant 

item and remove it from the topic. 

Step 5: Group articles labeled with ‘evolution’ are assigned into certain sub-topics by using an unsupervised 

k-means approach [52], measuring the cosine similarity between these sub-topics and two sets of topics – i.e., 

their assigned topic and dead topics (motivated by the studies of ‘sleeping beauty’ identification [53]. We set 

a topic as ‘dead’ when it does not receive new assigned articles in two continuous time slices). In a common 

situation, a new sub-topic will share a higher similarity with its assigned topic, and that is the relationship 

between a descendant (i.e., the sub-topic) and its predecessor (i.e., the assigned topic). However, a ‘dead’ topic 

could resurge, if it shares a higher similarity with a new sub-topic, and thus, this ‘dead’ topic will become the 

predecessor of this new sub-topic.   

                                                        
3 We screened the titles of around 200 articles and randomly read the abstracts of 20 articles from the integrated dataset, and 

noticed the majority of articles in the initial time slice relates to policy analysis. 



 

 

Step 6: Update the centroid and boundary of all existing topics and return to Step 2 until the stream ends. 

Compared to traditional bibliometrics, the use of streaming data analytics and machine learning techniques 

in the SEP approach benefits in identifying complicated relationships and tracing potential topic changes in a 

dynamic scenario. Here, in this research framework we highlight the development and application of intelligent 

models for recognizing patterns in bibliometrics and entitle this cross-disciplinary direction Intelligent 

Bibliometrics. Specifically, such intelligent models could be any computational models incorporating advanced 

data analytic approaches and/or artificial intelligence techniques, such as optimization, streaming data analytics, 

network analytics, fuzzy systems, and various machine learning techniques (e.g., neural networks). In fact, we 

have pursued studies along this direction for years - e.g., incorporating word embedding techniques for topic 

extraction [31], and network analytic models for scientific behavior recommendation and prediction [52, 54, 

55]. This extends the disciplinary scope of bibliometrics from information and library science to broad business 

and computer science disciplines; it differs from traditional statistics-based bibliometrics (e.g., science maps) 

and qualitative approaches in technology management (e.g., technology roadmapping). 

 

Figure 1. Intelligent Bibliometrics – a Research Framework 

Empirical Study: Involvement of Data Science in Policy Analysis 



 

 

Using the data and methods outlined in the previous section, this empirical study explores the five specified 

research questions on the involvement of data science in policy analysis. 

Q1: How much effort has been expended in the involvement, and how has that effort changed over time? 

We answered this question by tracing trends of the number of published articles in the three datasets. The 

results are shown in Figure 2. It is clear that the number of articles in Dataset 1 stayed relatively stable with a 

slight rise after 2009. Comparably, the number of articles in Datasets 2 and 3 steadily increased over the period, 

reaching a peak in 2017. Based on our observations, and the fluctuations at certain turning points in particular, 

we drew the following conclusions:  

 

Note: 1) articles published prior to 1990 are combined with those published in 1990; and 2) publication lag is 

likely to account for the rapid decrease in 2019.   

Figure 2. The Dynamics of the Number of Published Articles in the Three Datasets 

 The interactions between data science and policy analysis are attracting increasing attention from both 

communities. 

 A big data boom around 2008 accelerated these interactions, which resulted in the first peak in 2010.  

 A natural correction occurred in 2011, followed by a second acceleration until 2014 likely due to rapid 

developments in artificial intelligence, and especially deep learning techniques. 



 

 

 However, there is gloom ahead given the number of articles in 2018. The boom has clearly ended.  

We should emphasize that our observations and understandings are only based on the number of published 

articles. While this is a fairly accurate reflection of the activities of the entire research community, it might not 

comprehensively indicate the depth of the interactions between the two research areas. Such concerns will be 

addressed through the evolutionary pathways examined in Question 5. 

Q2: Who are the key players leading the involvement, and what are their geographical distributions and 

collaboration patterns? 

251, 1055, and 702 affiliations were retrieved from the three datasets respectively, and a clean-up function in 

VantagePoint for light name disambiguation was applied for consolidating affiliations that align in the same 

organization but with different branch/department names. Thus, 249, 978, and 676 affiliations were identified 

respectively and the top 10 affiliations publishing the largest number of articles in the related datasets are listed 

in Table 2. 

Table 2. Leading Affiliations in the Involvement of Data Science in Policy Analysis 

No Nature & Science (D1) Policy Analysis Journals (D2) Data Science Journals (D3) 

1 Univ Calif Berkeley,  

Univ Edinburgh,  

Univ Washington (6) 

Harvard Univ (88) City Univ Hong Kong (15) 

2 Texas A&M Univ (52) Arizona State Univ,  

Hong Kong Polytech Univ (8) 3 Univ Michigan (50) 

4 Harvard Univ,  

MIT,  

Stanford Univ (5) 

Univ N Carolina (49) Natl Cheng Kung Univ,  

Natl Chiao Tung Univ,  

Natl Univ Singapore,  

Univ Florida,  

Univ Regina,  

Xi’dian Univ,  

5 Ohio State Univ (46) 

6 Princeton Univ,  

Stanford Univ (39) 7 Princeton Univ, 

Univ Calif San Diego (4) 8 Columbia Univ (38) 

9 Columbia Univ,  Washington Univ (37) 



 

 

10 NIH,  

Univ Cambridge,  

Univ Exeter,  

Univ London Imperial,  

Univ Warwick,  

World Bank (3) 

Yale Univ (36) Yonsei Univ (7) 

Note: 1) D1/2/3 = Dataset 1/2/3; and 2) the number in brackets represents the number of articles published by 

this affiliation in this dataset.  

Certain interesting insights come from the geographical distribution of these leading affiliations: 1) 

Universities from the US and UK dominate the research published in Nature and Science. It is also surprising 

that all of the top 10 affiliations are located in the US. 2) The strength of Asian universities in computer and 

data science has expanded into policy analysis, as indicated by the 7 of 10 leading universities from these 

regions out of Dataset 3 – Hong Kong (China), Taiwan (China), Singapore, China, and South Korea. This 

phenomenon may be the result of a Western orientation toward particular mindsets as valuable – mindsets that 

are likely much more apparent in the social sciences, such as policy analysis, than in mathematics and computer 

sciences, such as data science. Such cultural gaps, coupled with language issues, may prevent Asian researchers 

from publishing articles in top-tier policy analysis journals. Conversely, publishing in high-quality data science 

journals may relatively easy.  

For each dataset, VOSViewer identified a co-authorship network, as illustrated in Figure 3. Our 

observations and interpretations of the collaborative behaviors hidden in these maps follow. 

Dataset 1 (Nature & Science)4: 

                                                        
4 It is essential to note that there were only 82 articles in this dataset, and our observations might be influenced by the small 

sample size. 



 

 

 The thickest linkages indicate a collaborative project, with the participation of the Natural History 

Museum of Denmark and a number of European research institutions and universities; 

 US universities (e.g., Princeton Univ, Harvard Univ, and Univ Calif Berkeley) appear to collaborate both 

domestically, forming their own in-country networks, and internationally – especially those on the west 

coast (e.g., Univ Calif Berkeley, Caltech, Stanford, and Univ Washington); 

 Comparably, UK universities (e.g., Univ Edinburgh, Univ Cambridge, and Univ Sheffield) are more 

prone to international collaborations (e.g., Univ Toronto, Chinese Acad Sci, and Cent European Univ). 

It is interesting to consider the co-authorship maps for Dataset 2 (Policy Analysis) and Dataset 3 (Data 

Science) together. On the surface, the patterns coincide with our observations from Table 2; that is, the diverse 

foci on research disciplines and topics between researchers from Western and Eastern countries. 

 Research institutions (in particular universities) from the US and Europe show strength in the area of 

policy analysis with the involvement of data science, and their collaborations are active, interactive, and 

extensive. 

 Comparably, Asian universities (especially those from China) dominate data analytics, underpinned by 

policy analysis.  

 It is intriguing that the co-authorship map for Dataset 3 suggests researchers across the globe are 

collaborating in relatively isolated groups and with strong geographical preferences (i.e., Western vs. 

Asian universities). This is reflected as diverging chains/clusters in the map, e.g., the chain linking Fudan 

Univ, Nanjing Univ, Univ Malaya, etc. or the cluster of Syracuse Univ, MIT, Univ N Carolina, etc.  

In summary, the leading universities from the US and UK are the key players in policy analysis. Their 

research is top-down from a policy analysis problem to a solution engaging data analytics. Cultural and 

language issues may explain why we do not see this route as suitable for researchers from non-English speaking 

countries, and especially Asian countries. Asian researchers also take a top-down approach but from data 

science to policy analysis as a way to evaluate and verify methods.  



 

 

 

Note that the size of nodes indicates their collaborative strengths. 

Figure 3. Co-authorship Maps for the Three Datasets



 

 

Q3: Which academic journals publish this research, and what are their citation behaviors? 

Investigating journals that publish high-quality research articles on policy analysis through data science 

provides clues into potential knowledge flows among research disciplines and related communities who hold 

interests in this topic. Co-citation analysis for journals is based on the frequency with which two journals are 

cited together by other journals. Thus, we removed journals that were only cited once in each dataset since 

they could never be co-cited. 148, 6607, and 1954 co-cited journals from the three datasets were identified, 

and a series of co-citation maps were generated with VOSViewer, as shown in Figure 4. In general, the three 

datasets reveal extremely diverse citation behaviors.  

Following the scope of Nature and Science, the co-citation map for Dataset 1 indicates significant 

multidisciplinary distributions. 1) In addition to Nature and Science, other multidisciplinary-oriented journals 

are located in the center of the map, e.g., Proceedings of the National Academy of Sciences of the United States 

of America (the label is hidden behind Science in Figure 4) and PloS One. 2) Economic journals account for a 

significant proportion of the cited journals, e.g., Quarterly Journal of Economics, Management Science, and 

The American Economic Review, in which econometrics serves as an indicator that data analytics is involved. 

3) Journals in biology, medical science, and psychology are the other large groups and journals such as Lancet, 

Proceedings of the Royal Society B, and Philosophical Transactions of the Royal Society B are the bridges of 

these research communities. We assume that the form of data analytics used in these disciplines is 

bioinformatics and econometrics, but it is also reasonable to consider that expert knowledge-based recording, 

observations, and diagnosis of experimental data would be found. 4) It is not surprising that there was limited 

involvement of information technologies – the key to data science in our definition. Beyond several isolated 

but high-quality journals (e.g., Communications of the ACM and Journal of Machine Learning Research), the 

computer science community has not established a distinct or extensive research area that concentrates on 

policy analysis.  



 

 

 

Note that the size of the nodes indicates their co-citation strengths. 

Figure 4. Co-citation Maps for the Three Datasets



 

 

The co-citation map for Dataset 2 reveals relatively concentrated interests and research topics in these 

communities. A few groups actively interact, e.g., political science, public administration, and strategic 

management, but there are not clear terms to exactly indicate the use of information technologies in current 

policy analysis. In contrast, the co-citation map for Dataset 3 exactly profiles certain key sub-areas of data 

science, such as artificial intelligence and computer science (e.g., Lecture Notes in Computer Science), 

information systems (e.g., MIS Quarterly), operational research (e.g., European Journal of Operational 

Research), and information science (e.g., Journal of the Association for Information Science and Technology). 

It also links these data science-related techniques with a clear focus on actual issues (e.g., Communications of 

the ACM and Management Science). The interactions between methodological techniques and business and 

management issues found in Dataset 3 show much clearer correlations between data science and policy analysis. 

In general, the willingness of data scientists to be involved in policy analysis is traceable. However, despite 

certain attempts for such involvement in Nature and Science, so far, the endeavors of policy analysts to exploit 

data analytics are relatively elusive, with their efforts being mostly dedicated to traditional approaches, such 

as econometrics.  

Q4: Which topics does the research involve and how do their efforts interact? 

Topics are defined as a set of terms representing similar meanings, representing specific technological and 

research areas, and the semantic similarities between topics indicate their potential technological closeness 

[15]. The topics in this study consist of the terms derived from a term clumping process [51]. In brief, this 

process involved extracting raw terms from the data set using the natural language processing function 

integrated in VantagePoint. A set of thesauri and macros helped to remove meaningless or common terms (e.g., 

pronouns, conjunctions, and terms like “research framework”). The remaining terms were then consolidated 

based on stem (e.g., “co-word analysis” and “word co-occurrence analysis”). Lastly, any term that only 

appeared in a single article was removed. Using this method, 55, 3841, and 989 terms were identified as core 



 

 

terms from the three datasets, respectively. The co-word maps for the three datasets generated by VOSViewer 

are shown in Figure 5. 

The key terms in Dataset 1 cross a broad range of disciplines as well as real-world issues: from governance 

to policy interventions; from individual countries (e.g., the United States) to specific regions (e.g., Sub-Saharan 

Africa); from populations to human well-being; and so on. Two data science-related terms appear frequently 

– machine learning and data mining – but beyond these sweeping concepts how data analytic techniques are 

used to support policy analysis in specific cases is still elusive.  

The co-word map for Dataset 2 provides much more detail. Even though our definition of data science does 

not include econometrics, it is clear that econometrics has been used to study policy analysis through patent 

data and statistical analysis (such as regression) for decades. As another direction of statistical analysis, 

computer science-based data analytics, like machine learning, time series analyses, and Bayesian networks, are 

playing an increasingly active role in policy analysis. It is also surprising that compared to the limited number 

of data science-related journals shown in Figure 4, the interactive connections between machine learning and 

other terms are clearly observed in Figure 5.  

Insights in the co-word map for Dataset 3 provide clues as to how data scientists have applied their data 

analytic approaches to support decision-making and policy-making. It might initially be appropriate for data 

scientists to use policy-making support rather than policy analysis to describe the applications of their methods, 

since, based on our definition, data scientists are highly unlikely to be able to resolve policy problems with the 

use of their methods. Yet their analytic results can provide supporting evidence for solutions to policy problems. 

What is most characteristic is that, time and again, data scientists highlight one issue hidden within policy-

making data – uncertainty. They then proceed to address this data uncertainty with a series of computer science-

related concepts, theories, and methods, such as expert systems, fuzzy logic, decision trees, and genetic 

algorithms. With these tools, data analytics perhaps offers a more feasible way to explore large-scale datasets 

than the common policy analysts’ approach of applying econometrics to test a hypothesis.  



 

 

 

Note that the size of nodes indicates their word co-occurrence strengths. 

Figure 5. Co-word Maps for the Three Datasets



 

 

Overall, the co-word maps show that data science and policy analysis co-occur, but data scientists and policy 

analysts undertake their studies using their own methodological patterns and for ultimately different purposes.   

Q5: How does the involvement evolve over time, and which evolutionary pathways are apt to be cutting-edge 

in the near future? 

Aiming to track the involvement of data science in policy analysis over time, we used the scientific 

evolutionary pathways (SEP) method [12] to identify research topics and their predecessor-descendant 

relationships over time, and the 45 topics listed in Table 3 were generated. In the process of visualization, the 

45 topics are 45 nodes, the weighted direct edge between two nodes indicates their predecessor-descendant 

relationship and their strength (i.e., cosine similarity). The nodes and edges were then visualized in Gephi [56] 

in Figure 6 - the color was set based on the modularity function integrated in Gephi and the layout was based 

on Gephi’s ‘ForceAtlas 2’ style. 

Two indicators were used to identify and evaluate core topics in a SEP: 1) term frequency-inverse document 

frequency (TFIDF), which highlights the distribution of key terms in involved documents. Note that old topics 

with a larger number of records and terms usually have a higher TFIDF score. 2) The resurgence of a “sleeping 

beauty” – a resurrected topic – could be due to the shortage of related theoretical and technical support studies 

on certain topics, and it thus could not be moved forward at that time. However, the invention of new concepts 

and technologies provides solutions for these unsolved issues, and those “dead” topics would then be 

enlightened [53]. The rise of deep learning around 2016 could be such an example. Given that, SEPs highlight 

two sets of topics: 1) core research areas, i.e., topics that are consistently studied without pause (and usually 

have high TFIDF scores); and 2) cutting-edge areas, i.e., either new topics at the end of a path or resurrected 

topics (both of which should have high TFIDF scores). 

Table 3. Topics in the Scientific Evolutionary Pathways 

ID Topic Parent TFIDF Born Death Survival Resurgence 

1 public policy n/a 0.279 2000 n/a 20 - 



 

 

2 decision-making 1 0.122 2001 2002 2 - 

4 technology impacts 1 0.085 2001 2009 9 - 

5 Bayesian analysis 2 0.166 2002 n/a 12 Yes 

9 sustained development 1 0.065 2002 2006 5 - 

11 measurements 5 0.089 2003 2006 3 Yes 

14 social scientists 1 0.001 2003 2003 1 - 

15 dependent variable 5 0.077 2003 2009 7 - 

17 statistical analysis 11 0.182 2004 n/a 15 Yes 

18 public administration 1 0.087 2004 2017 14 - 

19 political economy 1 0.063 2004 2009 6 - 

20 software engineering 1 0.014 2004 2008 5 - 

22 technology system 1 0.111 2005 2013 5 Yes 

24 macroeconomic performance 1 0.171 2005 n/a 12 Yes 

26 privacy concern 1 0.030 2006 2010 5 - 

27 software industry 9 0.058 2007 2008 2 - 

29 political science 9 0.126 2007 n/a 13 - 

32 Probability 11 0.130 2007 n/a 13 - 

33 data mining 17 0.089 2008 2013 6 - 

35 empiric evidence 24 0.125 2008 n/a 8 Yes 

36 program implementation 1 0.101 2008 n/a 12 - 

38 systematic approach 27 0.036 2009 2009 1 - 

40 collaboration 29 0.087 2009 2016 3 Yes 

44 empirical analysis 22 0.118 2009 n/a 11 - 



 

 

45 authoritarian regime 18 0.012 2009 2010 2 - 

46 observed data 38 0.044 2010 2012 3 - 

48 prediction model 32 0.091 2010 n/a 10 - 

50 Uncertainty 32 0.092 2010 n/a 10 - 

51 developed country 19 0.114 2010 n/a 10 - 

54 knowledge source 4 0.023 2010 2010 1 - 

55 innovation performance 54 0.086 2011 2018 8 - 

59 group interest 33 0.072 2011 n/a 9 - 

62 efficiency 9 0.055 2011 n/a 9 - 

63 policy-based systems 24 0.151 2011 n/a 9 - 

64 scenario analysis 35 0.028 2012 2012 1 - 

65 political science data 24 0.080 2012 n/a 8 - 

70 financial decision-making 46 0.083 2013 n/a 7 - 

72 labor market outcomes 1 0.039 2013 2018 6 - 

73 knowledge management 59 0.046 2013 n/a 7 - 

75 sensitive analysis 17 0.105 2015 n/a 5 - 

78 big data 33 0.010 2016 2018 2 Yes 

82 machine learning 48 0.044 2017 n/a 3 - 

89 geospatial approach 44 0.006 2017 2018 2 - 

90 social network 22 0.027 2017 n/a 3 - 

93 performance evaluation 45 0.039 2018 n/a 2 - 

 



 

 

 



 

 

Figure 6. Scientific Evolutionary Pathways of the Involvement of Data Science in Policy Analysis



 

 

From a bird’s-eye view, Figure 6 shows two relatively isolated pathways – data science-based decision 

support (the orange chain and perhaps the pink chain) and policy analysis. That is to say, data science and 

policy analysis are relatively independent in their own pathways of development. These pathways are discussed 

below from the perspective of core and cutting-edge areas. 

 Data science – decision support systems could be considered the backbone of this pathway, particularly 

their application to the financial sector. Information technologies, such as data mining and machine 

learning, have been used to enhance decision-making support, and related research frontiers include, not 

only big data, but also prediction models and uncertainty issues. 

 Policy analysis – this pathway consists of a broad range of issues in political science and public 

administration. Two key areas are identified: 1) investigations into technology systems, impacts, and 

performance; and 2) political economy combined with multiple entities, such as organizations, countries, 

and regions. Considering topics at the end of related routes, social networks appear to be a new direction 

that involves data science and policy analysis, and policy-based systems might be another way to 

systematically integrate empirical scenarios and data analytic techniques in either econometrics or 

information technologies. 

Discussion and Conclusions 

In this paper, we presented an intelligent bibliometric framework for investigating the involvement of data 

science in policy analysis. We posed, explored, and answered five research questions: 1) How much effort has 

been expended in the involvement, and how has that effort changed over time? 2) Who are the key players 

leading the involvement, and what are their geographical distributions and collaboration patterns? 3) Which 

academic journals publish this research, and what are their citation behaviors? 4) Which topics does the 

research involve and how do their efforts interact? 5) How does the involvement evolve over time, and which 

evolutionary pathways are apt to be cutting-edge in the near future? We constructed and analyzed three 

datasets: a set of articles published in Nature and Science to represent the cutting-edge of research in data 



 

 

science and policy analysis; and two sets of articles published in top-level journals in data science and policy 

analysis, respectively.  

Key findings: Intersecting lines between data science and policy analysis  

From our investigation, we find intersecting lines between data science and policy analysis in terms of research 

content and geographical distribution. 

(1) Interactions in Research Content 

The articles published in Nature and Science suggest that the involvement of data analytics in policy analysis 

is becoming a cutting-edge direction in multiple disciplines, including computer science, information science, 

business, and management, etc.  

Insights from Datasets 2 and 3 endorse claims that econometric approaches dominate current policy 

analysis, and information technologies are mostly used for supplementary support or explorative evidence. 

Comparably, data scientists hold strong interests in implementing novel information technologies to solve real-

world issues, and support for policy-making is one such practice. Intriguingly, the co-citation maps at journal 

level consistently revealed the role of the bibliometric community in bridging data science with policy analysis, 

due to their advantages in both fields. 

Two articles published in Science provide details on such interactions. One article [57] was published in 

2015, in which machine learning techniques were developed to predict poverty and wealth from mobile phone 

metadata. The procedures were authored by a group of researchers with expertise in computer science. Another 

article [58], published in January 2018, showcases how machine learning and optimal matching techniques can 

be used to investigate refugee integration issues. Importantly, all the authors are policy analysts. These two 

articles offer support for our finding that data scientists are moving ahead further than policy analysts. They 

are equipping themselves with advanced data analytic techniques and, as such, seem to be finding it easier for 

realize applications for their expertise in policy analysis. 



 

 

Based on the investigation, as well as the discussion given by Athey (2017) [6], one highlight for enhancing 

the involvement of data science in policy analysis moving forward is identified. That is the development of 

new information technologies (e.g., artificial intelligence techniques) is required to understand the approaches 

and practices from decades of multidisciplinary research, emphasizing empirical evidence for informing policy 

analysis. 

(2) Geographical Distribution 

We also found interesting insights from our geographical analysis that fall on two sides of the coin. Western 

countries (e.g., the US and European countries) are spearheading policy analysis through data science 

techniques. However, Anglo/English-speaking countries have the benefit of a similar and valued cultural 

mindset to the top journals in their field and distinct advantages in terms of language and communication 

requirements. For researchers in the West, an understanding of and their concerns for real-world political issues 

and policies are the main motivations for conducting research, and data science aids them in this cause. On the 

other side of the coin, Asian countries lack a comprehensive understanding of the political issues facing the 

West. They have cultural and language barriers to overcome, and a path of lesser resistance seems to be 

leveraging their strengths in computer science. Examining novel information technologies and computational 

models as ways to solve real-world issues, therefore, dominates published research. Decision support systems 

seem to have been a particularly effective way to achieve this goal. 

Practical significance and possible applications 

This study empirically investigated the interactions between data science and policy analysis in the past two 

decades. The overview, considering answers to Questions 1-4, systematically profiled the status of such 

interactions by discovering key players, research communities, technological landscapes, and their 

relationships, and the evolutionary pathways of research topics for Question 5 created exploratory thoughts on 

understanding why the interaction happened and how far it goes.  



 

 

At a macro level, such insights provide a bird’s-eye view for federal governments and research agencies to 

evaluate research disciplines (e.g., measuring research outcomes and locating the status of an entity’s research 

strength in the globe), foresee research frontiers (e.g., tracking leading players’ research interests and 

identifying emerging topics), and allocate research funding (e.g., emphasizing technical breakthroughs and 

strengthening research advantages).  

At a micro level, this study could be a reference for both research communities to identify research interests 

(e.g., emerging research issues in policy analysis) and feasible solutions (e.g., effective data analytic 

approaches for policy analysis). In fact, this study noticed that despite a relatively active interaction between 

the two disciplines, such interaction still stays at an early stage - i.e., collaborations between policy analysts 

and data scientists are limited and the co-citations between journals in the two disciplines are rare. Thus, this 

investigation is expected to bridge the two communities and further enhance such interactions, deepening 

understanding of each other.  

Limitations and future directions 

The limitations and future directions of this study are discussed as follows. 1) Intelligent bibliometrics could 

and should be expanded, involving intelligent information technologies and bibliometrics from many diverse 

corners -- e.g., citation analysis combined with scientific evolutionary pathways to comprehensively trace 

technological change with citation linkages, topic analysis and topic models. 2) These findings should be 

considered as exploratory. Econometric models and further systematic examinations should be undertaken to 

support, refute, or contextualize our observations. 
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